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A Miss Is As Good As a Mile
By Ken Testorff, Naval Safety Center

Sailors aboard a destroyer belonging to one of our allies probably are glad there’s more truth than fiction to the title of this article. Otherwise, they might be having nightmares about the people they injured and the property damage they caused in a residential area.

According to an Associated Press (AP) story, the destroyer was anchored when the crew mistakenly fired two live rounds of ammunition during a routine equipment test. The AP story quoted a defense-agency spokesman as saying the shells sailed harmlessly over the residential area and are believed to have landed in mountains six miles away. He said no injuries or damage were reported--but carefully added that no one has found where the projectiles landed.

How did this happen? According to the AP story, an unidentified 39-year-old officer had placed the two live shells among blanks to be fired during the test. The spokesman said the officer had indicated he didn’t know how to dispose of the shells, which were left over from a drill.

Mishaps like this aren’t limited to our allied counterparts. I remember a similar U.S. Navy account published in our September-October 1993 issue.

After shooting nine rounds of a scheduled 18-round gunnery exercise, gunner’s mates returned a loaded Mk-75 gun to its stowed position (180 degrees R, 0 degrees elevation). In that position, the gun pointed at the stacks on the 02 level aft. Written procedures require keeping a loaded Mk-75 gun on a safe-fire bearing.

With the gun’s hydraulics secured, the gunner’s mates left the area. They planned to return after lunch and start downloading. The combat-systems officer would supervise. Unfortunately, a GMG1 and a GMG2 finished lunch before the others and started downloading without permission or a safety observer. The loaded gun still was in the stowed position.

After downloading the screw feeder (five rounds), the GMG1 went to the upper gunhouse to get ready for downloading the loader drum. This procedure involved cycling the loader drum and slow-ramming a round until it was clear, then extracting it by hand. The GMG1 didn’t take written procedures with him to the gunhouse.

Before downloading the loader drum, he didn’t remove the empty case from the last round fired. This mistake bypassed an interlock designed to prevent an accidental ramming. As a result, disaster wasn’t far away. The GMG1 used the hand lever to extend the cold recoil jacks, which hold back the slide and prevent a fast ram. During this action, however, the loader drum cycled, and a round dropped on the tray. Once the round was rammed, the gun fired.

The round entered the forward side of the 02-level stack (centerline) and traveled through it. Then the round burst into the unrep storeroom in the aft part of the stackhouse, deflected to starboard, and went through the storeroom’s aft wall. As the round left the aft wall, it ripped off the upper portion of a hose camel, as well as the starboard door to the stackhouse fire station.

Heat from the round and metal fragments started a small Class A fire in the unrep storeroom. Firefighters put it out within five minutes.

Meanwhile, fragments from the round, the stackhouse, and the unrep room penetrated the unrep locker aft of the stacks and struck the CIWS mount. Fragments also fell on the flight deck and damaged an SH-60B helicopter. The gun cycled after firing and rammed another round into the breech. The second round, however, didn’t fire. The gunner’s mates treated it as a misfire.

Like the earlier incident, this one could have been catastrophic and killed innocent people. It shows why it’s so important to follow standard procedures. Sailors taking part in a combined NATO naval exercise weren’t as lucky. As reported in our September-November 1994 issue, a mistaken firing killed the CO and four crewmen aboard a NATO ship and injured 13 others.

Everyone in the simulated hostile green force and friendly brown force knew the plan included simulated engagement of the hostile force with missiles and guns. No one would arm or release live weapons, though.

Minutes before the enhanced tactical phase of the exercise started, the officer in tactical command (OTC) received a call from the combat direction center officer (CDCO) aboard an aircraft carrier (part of the brown force). The CDCO said he planned to simulate engaging the green force with the NATO Seasparrow Surface Missile System. The OTC hadn’t planned to use this system, but he didn’t object because he figured the CDCO wanted to do some training. What the OTC didn’t realize was that no one else--not even the antisurface warfare commander--knew the CDCO’s plan.

In support of his last-minute plan, the CDCO gave orders to wake up the personnel required to man the missile system and its CDC interface. This action was unusual because the carrier’s published policy for Condition III level of readiness was to stand down the target acquisition system (TAS) watch. If the OTC had known about this policy when the CDCO called him, he would have handled the situation differently. Why? Because the OTC’s standing battle orders called for manning the TAS 24 hours a day during all in-theater, underway steaming.

With no briefing on what was happening, the carrier personnel started manning their missile system and CDC stations. Once everyone was in place, the CDCO passed an order to bring the system on line. Events were moving quickly now, especially for people who had been sound asleep just a few moments earlier. The stage was set for an exercise to turn deadly.

At 2352, the TAS operator designated three "unknown assumed enemy" surface tracks to the firing-officer-console (FOC) operator in the missile system. One minute later, he asked permission to "arm and tune" (assign) from the ship’s weapons coordinator (SWC), who passed the request to the TAO. After he got permission, the TAS operator ordered the missile-system watch to "arm and tune." Unfortunately, the SWC and TAO didn’t have the same understanding of this term as the FOC and TAS-console operators. To the operators, the term meant to activate the missile system, arm the launcher, and assign its missiles.

"Is this the real thing?" asked personnel in the aft missile-system mount.

"This is real world. Arm and tune," replied the TAS operator, without getting confirmation from the TAO or SWC.

At 2355, the FC3 from the aft missile-system mount went to the launcher and shifted eight arm-inhibit switches to "arm." He turned both safe-operate plugs to "operate." At midnight, the FOC operator started assigning the missiles.

During the next few minutes, the CDCO continued simulating engagement of at least one target with two missiles. Officers in the ship’s CDC and fire controlmen manning the missile system and TAS console, however, continued the launch sequence. Neither group was aware of the other’s understanding of the engagement. As a result, at 0004, the FOC operator engaged the "firing authorized button," selected salvo size 2, and assigned the launcher to director B. Then, he told the TAS operator he was preparing to fire.

As soon as he had an acknowledgement, the FOC operator pushed the fire button for a two-missile salvo. Two NATO Seasparrow missiles then left the aft launcher and hit the bridge of the NATO ship (part of the simulated hostile green force), killing five people and injuring 13 others.

What caused this mishap?

* The CDCO decided too late to simulate a missile-system engagement without a pre-exercise brief.

* The SWC didn’t brief the TAS operator.

* Some people misunderstood the term "arm and tune."

* The TAS operator didn’t ask the SWC or TAO if the exercise was real-world or simulated.

* No one manned the TAS console until the CDCO decided to use the missile system for a simulated engagement. If the TAS operator had manned the console throughout the exercise, he would have known the exercise involved only a simulated attack.

* People didn’t use standard terminology or a checklist for the missile-system firing sequence.

With operational risk management, none of these incidents would have occurred. We must train our Sailors to evaluate hazards as part of reaching their objectives. We can apply this process to every aspect of our lives. With it, we can maximize results while minimizing risk and the effort required to reach our goals.

 

Shoal Water and Shallow Thinking Spell Doom
By Lt. Paul Berthelotte, SWO School Command

It’s early morning as two MCMs make their way via the Seto Inland Sea between two of the main Japanese islands. This area is filled with numerous small islands, narrow channels, complicated tidal currents, and shoal water. Even the best possible track seems to have been taken from a navigator’s nightmare.

As if these hazards aren’t bad enough, Sailors aboard one of the ships throw caution to the wind. They let unqualified people stand watch. They also violate the CO’s standing orders and operate close to land--because "they’re used to it." I ask you, though, What surface warrior ever gets comfortable operating a ship close to land? These mistakes run the ship aground, produce $500,000 in damage, and endanger the crews’ lives.

Here’s the sequence of events:

At 2340, the ship had stationed the modified navigation detail. At this point, the combat information center (CIC) and the bridge team stopped plotting GPS fixes and started relying solely on five-minute radar fixes. The bridge team did not take a recorded visual fix between then and the grounding. Navigators or quartermasters worth their salt would use all means available to plot the ship’s position. At 0058, the quartermaster of the watch (QMOW) computed set and drift at 255 T, 1.3 knots. In violation of the navigation bill, the bridge team did not calculate set and drift again until after the grounding. CIC didn’t log set and drift once during the entire watch. They should have calculated set and drift after every fix.

Both MCMs were averaging 6.5 knots. They had maintained a continuous 200-yard distance to the right of the proposed track, which allowed most of the traffic in the channel to overtake them on the port side.

The mid-watch passed uneventfully. Between 0340 and 0350, the reveille-watch team held turnover. There’s usually a small lag between watch teams so the new team can adjust to the situation. Such a small margin of error in this transit plan proved disastrous.

At 0400, the QMOW plotted a fix that showed the ship 400 yards right of track. This fix placed the closest point of approach (CPA) dangerously close to the upcoming island off the starboard bow. CIC also held the ship well right of track. The watch supervisor told the OOD under instruction (U/I) and recommended coming left. The OOD and the OOD U/I made two course changes to the left, totaling 12 degrees, to open the CPA. The ordered speed was 5.5 knots.

Looking over the starboard side, the OOD saw a large, dark streak in the water and decided he should come left some more. Before he could give the order, though, the ship ran aground in 6 feet of water. He then ordered all stop and called the CO and XO to the bridge. There were reports the auxiliary-machinery space was flooding at the rate of 5 gallons per minute. Watch personnel had seen water spraying from the hull penetration for the ship’s precision integrated navigation system (PINS) transducer.

Deckhands dropped the anchor and put a RHIB in the water to take soundings with a leadline. About 40 minutes later, the tide had risen enough to float the ship. In 20 minutes, damage-control personnel had slowed the flooding to a gallon per minute. Seepage in the bow-thruster machinery room and pump room caused minor flooding, which no one found until later.

What caused this mishap? One factor was poor watchstanding at nearly every station. Starting with the OOD, no one closely monitored the navigation picture. The bridge team failed to track how close the ship was to shoal water and how far right of track they were. They also didn’t take appropriate action when they realized the ship might be in danger.

The OOD failed to clearly define with his U/I watchstander just what their responsibilities and relationship were. Each officer trusted that the other had the bubble, when in fact, neither did. An OOD always must maintain control of the watch team, no matter who the U/I watchstanders are or how close they are to qualifying.

This disaster could have been avoided if the OOD, QMOW or CIC watch supervisor had stopped to question where the ship was and checked the fixes at any point in the chain of events. From 0335 until 0400, the QMOW cut poor or no fixes. A good fix at 0400 placed the ship 400 yards right of track and steering close to shoal waters. The senior quartermaster sent the junior QMOW to CIC to compare fixes. The CIC watch supervisor then called the OOD on the phone and passed a recommendation to "come left."

The OOD U/I responded, "Yeah, we know, we’re coming left."

Eight minutes before the ship ran aground, the conning officer computed the CPA to Futagami Island off the starboard bow at 95 yards in 5 minutes. The bridge lookout made at least four reports to the bridge that the ship was coming dangerously close to the island off the starboard bow.

Five minutes before the grounding, the PINS and shipping watchstander in CIC passed a recommendation to the bridge to come left. The status-board keeper, however, never let anyone know because "people were going back and forth, and he couldn’t get the OOD’s attention."

Four minutes before the grounding, CIC notified the bridge of abnormal fluctuations in the fathometer. Three minutes later, the OOD ordered the ship to come left 10 degrees. At 0403, the OOD ordered the ship another five degrees to the left, and the ship ran aground. The EOOW logged that the ship shuddered violently. Watchstanders in the main-machinery room reported that the starboard shaft "bounced."

This mishap sent the ship to the yards for three months to repair a keel that was bent upward about four inches. The starboard side of the hull had the fiberglass scraped in several places from the bow all the way aft to frame 64. The largest scrape measured 18 inches by 12 feet. The wood hull was scored three inches deep in a 4-square-foot section outboard of the sonar trunk.

Navigation is a team effort. Just because there is a navigator or a quartermaster on watch does not mean the rest of the watch team can sit back and let it ride. The ship-control stations in combat must know what the track is and whether or not the ship is on that track. Any deviation from the plan should trigger a mental alarm and cause the watchstander to find out what is happening. If you feel the bridge-watch team isn’t taking what you consider the correct action, notify the OOD.

The author was assigned to the Naval Safety Center when he wrote this article.

 

Get Your Virtual Reality Check Here
By Lt. R. D. Oliver, Naval Safety Center

As a conning officer, you order right 30 degrees rudder to put your ship into a hard turn. As you line up on the guide, the visibility begins to go bad. Suddenly, out of the fog, another ship appears close aboard. You try to turn the ship, but it’s too late. A collision is imminent.

Then you hear a voice from nowhere call, "Stop! Let’s run it again from the top." You might think you’re on a movie set, and, in a way, you’re right. You’re in one of the Navy’s three high-tech ship-simulator complexes run by MarineSafety International. One is in Norfolk, and the others are in San Diego, and Newport, R.I.

Called a "shiphandling complex," the Norfolk facility opened July 20, 1998. Located just inside gate 5 in building CEP-173, the complex has four full-scale visual simulators, two with a 360-degree horizontal field of view, and two with a 225-degree field of view. All simulators use state-of-the-art image generators and projectors, with visual and radar databases that cover a wide range of ports and hydrodynamic models (simulating effects of wind, current and other factors) of military and commercial vessels. The Norfolk facility can handle training for a yacht, small coastal minehunter, frigate, aircraft carrier, submarine, or supertanker.

The two 360-degree simulators are referred to as full-mission bridges. They feature a generic bridge structure, with helm and engine controls, two automatic radar-plotting aids (ARPAs), plotting tables, VHF radios, intra-ship phone systems, and other instruments and displays. The full-mission bridges are designed to be manned with a bridge team that includes a helmsman, navigator and conning officer.

The two 225-degree simulators, or bridge-wing simulators (BWSs) as they’re called, are designed for individual training. They are controlled by communicating with a system operator. The BWSs feature a deeper vertical field of view for docking and undocking operations or maneuvering near other ships.

Besides the four visual simulators, each complex includes two radar-navigation bridges. Although they lack a visual presentation, these bridges have two ARPAs, a plotting table, a full communications suite, and ship-control-and-indicator consoles. Each bridge can function independently as a separate ship, or as the radar-navigation-plotting room associated with any one of the visual simulators.

The simulators are laid out symmetrically, with a full-mission bridge, bridge wing and radar-navigation bridge on each side of a central-learning feedback center. Following Navy tradition, one side is called "blue," and the other is "gold." Usually, one side will be assigned to a ship’s CO for a 20-hour availability over two-and-a-half days. The CO may use this time for shiphandling, piloting or navigation training.

The staff facilitators (made up mostly of retired Navy captains) help develop proficiency for the various watchstanders, especially conning officers. During the 20 hours of simulator time, they can focus on the various shiphandling evolutions, using a high-fidelity model of their own ship in a safe environment. Simulator training gives the Navy a cost-effective alternative to sending ships to sea for similar training.

Before people start simulator training, they attend a one-hour brief to determine their level of expertise and to review precautions while in the simulator. Facilitators also provide a lecture on the nautical rules of the road if it is requested. However, about 90 percent of the 20-hour availability is spent in the simulator.

A typical scenario for the Navy would include a bridge team manning the full-mission bridge, while the ship’s radar-navigation team works in the radar-navigation bridge. Together, this team takes the ship from the dock in its homeport and pilots it out the channel to sea. Then, after a debrief of the departure, using the learning feedback center, the team can shift to entering a different port. While this team training takes place in the full-mission and radar-navigation bridges, ship officers can practice their docking skills in the bridge-wing simulator. Other scenarios include anchoring, buoy mooring, coastal piloting, traffic-separation schemes, at-sea refueling and replenishment, and division tactics. These scenarios can be run on any simulator.

Visual simulations include sound effects, and environmental conditions can be introduced, including dusk, night, haze, fog, rain, wind, and any combination of seas and swells. The hydrodynamic models for each ship have six degrees of freedom, which makes users actually feel like they are underway. The movement is so real that even experienced mariners often grab stanchions to steady their balance in heavy seas.

The size and flexibility of the Norfolk complex provide tremendous advantages. The system is designed to allow all six simulators (four visual and two radar-navigation) to be operated in an interactive mode. In this scheme, six ships can operate independently in the same geographic area, with each able to watch visually or on radar the movements of the other ships, as well as other ships included in the scenario. This feature lends itself to formation maneuvers, coordinated port departure and entry, and emergency shiphandling scenarios. The beauty of a facility like the Norfolk shiphandling complex is that when you hit a pier or buoy, nobody gets hurt, you don’t have to send a message, and you get to try the operation again.

The Norfolk complex is mainly focused on U.S. Navy training, including docking and undocking training for crews of Los Angeles- and Ohio-class submarines. However, it also provides U.S. Coast Guard-approved courses in bridge-resource management, radar and ARPA, as well as customized courses for individuals, crews or fleets. The facility trains about 50 students a week. At eight million dollars, much of which was spent on the four supercomputers that run the simulators, it’s a bargain when you consider how much the simulators boost confidence and teamwork of bridge and radar teams.

To schedule time in a simulator, send a request through your ISIC. Here are the points of contact for the various shiphandling complexes:

Norfolk: Mr. Brian Boyce, (757) 423-2320

Newport: Mr. Jim Conners, (800) 341-1353

San Diego: Mr. Leonard Elder, (619) 231-3333

 

How Not To Make Flag
By Lt. Paul Berthelotte, SWO School Command

I couldn’t help thinking, "If only I had checked our LogReq message again, I probably would have noticed that the line for fuel requirement was missing." [For those unfamiliar with "LogReq," it stands for logistics requirements.--Ed.] Because of my mistake, we had to alter course to port, pass between the island of Tasmania and the mainland of Australia, and proceed up the coast to Sydney, instead of Hobart. 

Although I always had longed to visit beautiful Sydney, I never had wanted it to happen this way. "What if I had missed a navigational-information request?" I wandered. "A mistake like that could have put our ship right on top of shoal water, and I would have been in an even bigger mess."

Here’s how my problems started. We had steamed around for three months within spitting distance of shoal water, which had given me nightmares about a long, green table, with no ashtrays at my end. As the ship’s navigator, I needed something to relax me. I got the perfect remedy when I spotted a big, blue ocean, with thousands of feet between the keel and a new job.

Unfortunately, this "breather" made me forget an important lesson from my navigational training: Too much relaxation can cause hiccups in safe navigation. When attention to detail slips a little and you become comfortable, the results can range from danger to embarrassment.

Until this point in our deployment, I always had paid close attention each time I did a LogReq message for our port visits. I had a copy of the rules1 about logistics requirements in the left side of my folder and a rough copy of the message on the right for chop by all department heads, the XO, and the CO. Once I completed the scavenger hunt for these signatures, I finalized the draft and printed a smooth copy for the CO’s review and release.

This process broke down when I did our ship’s LogReq for Hobart. My first mistake was not printing a finalized copy of the message and routing it to the department heads one more time for corrections or additions. "They’ve all verified the message for completeness," I reasoned. Once I had the CO’s chop, I went to radio and had the message transmitted--without noticing that one line was missing.

After our arrival in Perth, the port before Hobart, I had learned we would run into heavy weather en route to Hobart. The engineer officer asked me if it would be possible to increase the fuel requirement for Hobart to 310K gallons of DFM. During a phone call to our liaison, I learned that the increased requirement would be "no problem." I then made mistake No. 2: I didn’t send out a supplemental LogReq. "After all, I had just talked to the person on the phone," I thought. "Why go through that fun-filled process of routing another message, right?"

Wrong!

As we expected, swells increased 8 to 10 feet en route to Hobart. The ship had to speed up slightly to maintain the position-of-intended-movement (PIM) track speed, which made me glad I had talked to our liaison about the extra fuel.

Halfway across the Great Bight and pointed toward Tasmania, we received a call on InMarSat: "There will not be enough DFM for both ships. Can you take a lesser-grade fuel?" Accepting this proposal would mean the fuel would have to be delivered by trucks and gravity-fed into the ship, a procedure that’s so slow it would tie up engineers for the entire in-port period.

At this point, the liaison mentioned that our initial fuel requirement hadn't been placed on the LogReq message. The CO immediately pulled out his copy, and, sure enough, the line was missing. That's when the you-know-what hit the fan. My first indication that something was wrong was when I heard, "Navigator, Combat" come over the 1MC. That order is second only to "Navigator, Bridge" as the words a navigator dreads most aboard a Navy ship.

After several minutes of "attitude adjustment," I heard the frigate's CO, with whom we were traveling, ask about his fuel. The liaison replied, "None; there is no DFM in Hobart. Can you take a lower grade?"

As both ships altered course toward Sydney, I had my QMC prepare new charts for this deviation from the original plan. "Plot the safest and fastest route," I told him--now that I had "refocused" my attention.

The LogReq often is overlooked until it’s time to head overseas. That’s a mistake, especially in foreign ports, where methods of shiphandling are different. Yes, it’s paperwork, but it’s essential for safe navigation. It’s a perfect topic for officer training, and I recommend you cover it at least once a year.

Since that incident, I’ve always made it a point to check every line in a LogReq. When there are no requirements, I write "none required." It takes a few more minutes, but it’s better than calling Commander Seventh Fleet for a divert.

The author was assigned to the Naval Safety Center when he wrote this article.

For More Info...

1 The rules about logistics requirements are contained in NWP 10-1-10, Chapter 7 (Logistics Requirements).

 

Long Walk Off a Short Pier
By AT3 Brian Doyle, HSL-44

Flight-deck safety--heard it. Shipboard safety--been there. Home safety--done that. Pier safety--huh? What’s that?

With two years in the Navy, I consider myself a fairly smart guy, with plenty of common sense, but I did something really dumb. We were halfway through our deployment in the Arabian Gulf when the ship pulled into Bahrain for some R&R. I had just one problem: I had duty the first day. "No big deal," I thought. "I’ll have time to catch up."

We moored at 1000, with liberty scheduled to commence at 1600. "You have to work off those corrosion gripes on the bird first," barked the detachment chief, referring to our SH-60B. We kicked into overdrive and got the job done so shipmates could hit the beach when "Liberty call!" rang out over the 1MC at 1600 sharp.

I stood on the flight deck, watching my friends file down the brow and race to the phone exchange on the pier. I had it all figured out: I’ll go below decks, have some chow, and wait for the lines to die down. Then I’ll volunteer to take out the trash and slip in a quick call home, too.

Darkness had fallen when I emerged from below decks and made my way to the hangar bay, where I saw my LPO doing some final paperwork for the day. His jaw dropped when I told him I was going to take the trash to the dumpsters on the end of the pier. I think he knew what I was up to, but he didn’t offer any resistance.

After throwing the plastic trash bag over my shoulder, I made a beeline for the brow. I glanced over my shoulder as I headed to the dumpsters to check on the line at the phone exchange. It had dwindled down to just a few folks. Note where my mind was at this point, and you won’t be too surprised at what happens next.

The dumpsters were lined up on a barge, which was tied to the end of the pier. One was for wood, another for plastic, and several more were for regular trash and garbage. The only source of light was a spotlight mounted on a 50-foot pole about 100 feet from the end of the pier. The shadows cast by the spotlight made the barge seem like it was attached directly to the pier. In reality, though, there was a 3-foot gap between the barge and the pier.

When I stepped from the pier, my foot didn’t touch the barge’s steel deck. Instead, I started falling--for what seemed like an eternity, but it really was only 10 feet--into the black abyss below. I grabbed desperately for something to stop my fall. Soon, I felt barnacles from the sides of the barge tearing at the flesh on the underside of my arms. The barnacles were cutting like razor blades. "What if poisonous sea snakes and jellyfish are nearby?" I thought. "I’ve got to call for help, but who will hear me? The nearest ship is moored 200 feet down the pier."

I realized I was about to be crushed between the pier and the ever-pitching barge. I searched my surroundings for anything that would help me climb back up onto the pier to safety. While swimming from one side to the other, I found a way out. Someone had cut off a section of mooring line and left it dangling in the water. I cringed under the excruciating pain of my open wounds in the saltwater as I strained every muscle in my body to scale the pier.

The quarterdeck watch on my ship did a double take when he saw me crossing the brow, dripping wet. As I told my story, he couldn’t help but laugh. His laughter stopped, though, when he saw all the cuts and bruises under both my arms. He sent me to medical, where a corpsman let me know all the shots I would have to take before returning to full duty.

Afterward, I thought about all the lectures shipmates and I had sat through, in which we had heard that mishaps can strike at any time. "Keep your mind focused on the job at hand," the supervisors had warned. In my case, I let a phone call home interfere with my judgment, and it nearly proved fatal. I couldn’t help wondering how my CO would have told my loved ones that I died while taking out the trash.

The author was deployed aboard USS Stephen W. Groves (FFG 55) when this incident occurred.

 

Doing Business the Right Way
By LCdr. Steve Hertel, HSL-44, Det. 7

A high-explosive round rips through the air toward its target. Meanwhile, the Mk-92 fire-control system takes aim again at the "killer tomato," and another 76mm projectile streaks through the air. This barrage of fire continues as a three-man gun crew readies a .50-caliber machine gun and takes aim to finish off the target. Several hundred rounds strike the target and the surrounding water, as remnants of the "killer tomato" disappear below the surface of the sea.

Was this a dangerous exercise? Yes. Anytime live ordnance is involved, you have a high-risk event. In this case, however, Sailors aboard USS Elrod (FFG 55) knew the dangers and had prepared themselves, starting with a pre-fire brief. This brief addressed all the safety issues: hot gun, hang-fire, misfire, and equipment casualties.

The gunnery officer also held an operational risk management (ORM) brief. He talked about the amount of sleep (less than six hours) the gunner’s mates would have, the length of their workday (more than 12 hours) at the start of the exercise, and the human factors (recent deployment, personal relationships, recent disciplinary action). Other areas of discussion included the complexity of the exercise, the weather, sea state, and how often the crew had held this type of event. The answer to each of these factors had a point value assigned, and the sum of these points placed the exercise in the high-risk category. The gunnery officer then asked, "Given this risk assessment, shall the event continue as scheduled?"

The gunner’s mates replied, "Yes," and they felt comfortable, knowing they were aware of all the risks involved and the factors contributing to those risks.

With help from our detachment, ORM is part of all daily operating procedures and exercises like this aboard Elrod. The goal is to reduce the mishap rate and improve mission performance. Does ORM work? It does for the officer in charge of our detachment. "It gets people thinking...thinking about circumstances that may not be readily apparent," he said. "I like what it’s done for the squadron, and I’m very glad to help the ship implement it." Several years ago, HSL-44 spearheaded a drive to bring ORM to the East Coast LAMPS helicopter community. An ORM brief is now a standard element in a LAMPS pilot’s pre-flight brief, both ashore and at sea, and the ORM process is continued in the air as real-time events unfold.

Teamwork has been the foundation of the relationship between the ship and its air department. Close coordination and understanding of the unique demands placed upon the ship’s crew and the aircrews during flight operations have been the hallmark of the integration between the two.

When Elrod’s CO learned about the risk assessment being practiced by our squadron pilots, he wanted to know more about it and how it could be modified for use aboard his ship. "I saw a concept in action that appeared to apply to the types of operations we conduct every day," he explained. "We always have managed risk for safety’s sake, but the ORM process gives us more. It allows the commander to look at factors that may not have been presented, to look at them from diverse points of view, to make pragmatic decisions, and mitigate risk. ORM minimizes risks to our Sailors and makes us keenly aware of those risks that remain."

Under the leadership of the CO, an analysis was done on the types of operations and exercises involving Elrod. The detachment OinC then helped develop individualized risk-assessment forms for the ship’s various departments. These forms are used to brief everyone before underway replenishment, live-fire exercises, entering and leaving port, engineering-casualty-control drills, and various deck operations.

Specific risk factors have been tailored to each department’s operations. For anchoring, a transit through straits, and entering or leaving port, Elrod’s navigator assigns points for shipping density, tides and currents, wind, background lights (at night), visual aides, the pilot’s competency (including English-speaking ability if in foreign waters), and moonlight. The ship’s ordnance officer considers topside winds, weather and temperatures, if people are using hand-held weapons, the potential for a hot-gun condition, and how many evolutions are happening at the same time. In all cases, an excessive number of points will prompt a division officer to think about ways to reduce the risks.

As anyone familiar with ORM will tell you, it isn’t enough just to brief potential risks before an operation. The final step in the process is supervision. When ordnance is fired on a target or the ship navigates a channel or replenishes alongside, you have to constantly supervise (e.g., evaluate the hazards and monitor the effectiveness of the risk-control measures). ORM doesn’t stop until the "killer tomato" has disappeared below the surface of the sea and the "cease fire" order has been given.

[This idea is just another example of how a ship applied the principles of ORM to reduce the mishap rate and improve mission performance. Perhaps you use a different but equally successful version of ORM. If so, why not share it with us, so we can pass it along to all our readers. The goal is to get everyone using this proven process.--Ed.]

 

Thine Eyes Have Seen the Chemicals
By MMCM(SW) Tony DeJesus, Naval Hospital, Portsmouth, Va., and MMCS(SW) Donald Forrester, USS Dwight D. Eisenhower (CVN 69)

Two Sailors (E-3s) were removing a three-quarter-inch valve from a JP-5 reclamation filter so they could do PMS. They followed double-valve procedures and hung red tags. The system had been drained, and no fuel showed in the sight glass. Unknown to the E-3s, though, the housing still was full of fuel, and it was pressurized.

When they loosened the valve, fuel sprayed into their eyes because they hadn’t worn PPE. They flushed their eyes at an eyewash station, then went to medical where corpsmen flushed their eyes again, gave them saline drops, and released them for full duty.

That mishap was one of four involving chemical exposure to the eyes that occurred in a three-month period. Here are summaries of the other three incidents:

Face Full of Fuel-Oil Mist

A fireman was bleeding air off the No. 1 fuel-oil transfer pump when pressurized fuel-oil mist discharged from the sample valve. The mist was redirected by a funnel below the valve assembly into the fireman’s face. After securing the valve, he used a portable eyewash station 10 feet away from the pumping station to flush his eyes. When the reservoir tank was empty, he went to sickbay for treatment. Corpsmen flushed his eyes for 30 more minutes and diagnosed a chemical burn on his cornea. The next day, the fireman returned to duty.

Hydraulic Fluid on the Loose

A Sailor was bleeding the hydraulic system on a 20-ton aircraft jack in the hangar bay. Following the procedures, he removed trapped air from the system by loosening the hose connection at the base of the cylinder. Once he had bled the system, he started tightening the loose hose. Suddenly, his wrench slipped, disconnecting the hose and allowing fluid to spray into his eyes. He immediately went to the nearest eyewash station, then to sickbay.

Why Did That Paint Have To Splash?

A Sailor was consolidating waste paint and materials inside a locker. While pouring paint from one container to another, a thick mass dropped into the can, splashing paint into his eyes. The Sailor flushed his eyes at a nearby eyewash station, then went to sickbay. Corpsmen flushed his eyes some more and returned him to full duty.

Because emergency eyewash stations were available, none of these injuries were serious. Safety surveys, however, show that problems may loom on the horizon. For example, on more than 50 percent of the ships we’ve looked at recently, eyewash stations were missing, didn’t work, or were obstructed. We’ve also found a few portable stations that were installed too high for shorter Sailors to use.

According to the NavOSH Program Manual for Forces Afloat1, ships must have an adequate number of properly installed, maintained and inspected eyewash facilities. These units must have signs posted to identify their locations. Areas where corrosive materials are used or stored (such as main and auxiliary spaces, flammable-material storerooms, and paint lockers) are required to have eye-and-face-wash units. All of these stations require PMS2, but we usually find it hasn’t been done.

The availability of eyewash stations may not reduce the number of chemical exposures; however, it can reduce the severity of eye injuries. If you already have the required eyewash stations in your spaces, make sure you maintain them. If you need more stations, various styles of both fixed and portable units are available in the supply system. Play it safe, and don’t wait until someone is injured before you check your eyewash stations. Better yet, make sure everyone wears the prescribed eye protection, and they may not need to use an eyewash station.

Both authors were assigned to the Naval Safety Center when they wrote this article.

For More Info...

1 Refer to Chapter B5 of OpNavInst 5100.19C (with change 2) for information about shipboard eyewash facilities.

2 MIP and MRC 6600 outline PMS requirements for eye-and-face-wash units.

  

Opening Pandora’s Valve
By CWO3 Dave Cerda, USS Mount Whitney (LCC 20)

A shut-down watch in the No. 1 main-machinery room (MMR) aboard an aircraft carrier sees a drop in firemain pressure. He calls his counterpart in the No. 2 MMR, who reports normal pressure. In DC central, though, the chief auxiliaries officer and the DC-watch supervisor see a big drop in firemain pressure on their gauges.

The chief auxiliaries officer starts No. 3 and No. 6 fire pumps, without knowing what is causing the drop in pressure. He then gets a report from the shut-down watch in the No. 1 MMR that pressure has returned to normal. Minutes later, the DC-watch supervisor sends the sounding-and-security watch to investigate the cause of the pressure problem.

Meanwhile, the shut-down watch in the No. 2 MMR checks on a paint job in the 4B shaft alley and finds 3 feet of water in the bilge. Water also is circulating around the main-drain-relief valve. He secures the bulkhead-isolation valve for the forward main drain and proceeds to the 4A shaft alley (list control) to investigate a rumbling sound--without reporting what he has found. In list control, he finds major flooding and reports it to the DC-central watch, who passes word of the casualty over the 1MC.

Casualty-assistance teams from the reactor division respond, secure the source of the flooding, and dewater the space, using three submersible pumps. Equipment damage is estimated at $80,000.

How could this happen? The problem started after maintenance was completed on the No. 1 and No. 2 list-control pumps. A supervisor sent a fireman apprentice to the 4A shaft alley (list control) to clear danger tags on the pumps. This job should have been simple, but the fireman apprentice wasn’t familiar with the list-control system, and no one accompanied him to the work site. He mistakenly opened the starboard-discharge valve, the main drainage to list-control pumps, the starboard-suction valve, and the firemain-supply-cutout valve. Then he heard a loud knocking sound and saw a small amount of water dripping from a drain.

No one knows for sure what caused the knocking, but some engineering people suggest it could have been the partly open firemain-supply valve slamming against the valve body. It also could have been water rushing through the firemain-supply piping and activating the eductor system. The water coming from the drain indicated that the shut-down watch in the No. 2 MMR probably hadn’t completely closed the main-drain, bulkhead-isolation valve to the 4B and 4A shaft alleys. Being unfamiliar with the system, though, the fireman apprentice didn’t report the noise or the leak.

Investigators cited the improper clearance of the danger tags as one cause of this mishap. Did the supervisor know the fireman apprentice wasn’t familiar with the system? Why didn’t the fireman apprentice tell his supervisor he wasn’t sure what he was supposed to do? As a supervisor, do you allow your people to speak freely about maintenance and training issues?

Here are other causes cited during the investigation of this mishap:


* The danger-tag-authorization form showed the wrong positions for clearing the valves. Did the people who filled out this form understand the list-control system? Did they refer to the system’s operating diagram and include a copy showing the valves that would be affected and the position in which they should be turned? Did the authorizing officer review the form and compare it with what was written on the diagram? Did the engineer officer, DC assistant, engineering duty officer, and DC-central watch supervisor know the list-control system would be tagged out?


* The shut-down watch in the No. 1 MMR didn’t report the loss of firemain pressure to DC central as soon as it occurred. Why did they wait until he found the cause? Are your watchstanders trained to report problems as soon as they happen?


* DC supervisors should have found the reason for the drop in firemain pressure before bringing more fire pumps on line. Did anyone notify the engineering duty officer before starting the pumps? Do you train your at-sea and in-port duty watch sections in the correct response to this type of casualty?

The author was assigned to the Naval Safety Center when he wrote this article.

 

ORM Corner: Fleet Training in Full Swing
By Lt. Tom Binner, Naval Safety Center

"This is just common sense; we already do it."

Comments like this greet our ORM team everywhere we go, which, thus far, has included San Diego, Mayport and Pascagoula. My response is always the same: "If this is common sense, and you’re already doing it, why have we killed a thousand Sailors and Marines and spent $4 billion because of mishaps during the past five years?"

In some cases, people hurt themselves but live to tell about it. One such person is a GSM3 who was manning the oil lab aboard a destroyer during a general-quarters drill. He smelled a strange odor and called a shipmate to investigate. The shipmate heard a hissing sound coming from a can of spray paint someone mistakenly had set on top of a ventilation preheater. Both Sailors realized the risk they were facing and tried to get out of the space before the can exploded. The GSM3, however, was a little too slow, and a flying piece of the can hit his right leg, injuring it.

Operational risk management should be part of every task. If the GSM3 and his shipmate had inspected their space, they likely would have seen the misplaced can of spray paint.

It’s going to take time to spread the word about ORM throughout the fleet, but we’re on our way. From Jan. 14 through May 31, we have trained 72 commands, including 58 ships and 14 groups and squadrons. The overwhelming response has been positive, as evidenced by these comments:


USS Anchorage (LSD 36)--"It was a wake-up call. The scenarios provided real-life situations, on duty and off, which made me think twice."


ComPhibRon Five Staff--"The group discussion was thought-provoking and provided insight into things we take for granted. It was eye-opening and allowed us to see how others view hazards associated with tasks."


USS Mahan (DDG 72)--"The five-step process provides a guide for doing everyday tasks, both at work and at home."


USS Wasp (LHD 1)--"The format of the training engaged the group in discussion, enabling all participants to present their views of possible hazards. Using previous mishaps shows that common sense is not so common."

Operational risk management is not a program. It’s also not something to be inspected, unless you consider a reduction in wasted deaths, injuries and mishap dollars as a means of inspection.

We look forward to coming to your area soon. Scheduled visits include Bremerton and Everett, Wash.; Ingleside, Texas; and Pearl Harbor. We’ll also keep making the rounds of ships in the Norfolk area.

 

Guest Editorial:

Things Aren’t Always As Simple As They Appear
By Lt. Bryan Seal, USS Enterprise (CVN 65)

"It was just a stupid accident! I was rushing to get down from the flight deck to the hangar bay for an emergency, slipped on the ladder, and jammed my finger. When I was finished with what I was doing, I went to medical, but, if I’d known I had to fill out all this paperwork, I never would have gone."

I heard that complaint recently. It’s just one of many I’ve listened to since reporting aboard as the ship’s industrial hygiene officer. My response is always the same: "We investigate every injury, no matter how small, to look for contributing factors we can correct to prevent a recurrence."

Of course, I realize that statement probably doesn’t mean much to the guys on the deckplates who are just trying to do their jobs. They don’t see the statistics that cross my desk. One month, for example, every injury treated by one of our corpsmen translated into about 10 days of reduced operational ability. Why? Because the victim was assigned to limited or light duty. To the guys on the deckplates, in divisions that already are undermanned, this problem means an increased workload.

Most mishaps could have been prevented--including the one described in the opening paragraph. In that example, it appeared the problem was just a matter of the guy’s feet going faster than the rest of his body, but our investigation revealed otherwise. We found the ladder’s handrail loose. When the victim grabbed it to wheel around and get down the next ladder, the handrail shifted. He lost his balance and footing and jammed his finger as he caught himself on the back of the ladder.

I investigated another mishap where Halon had discharged into the faces of two shipmates while they were checking the handline on a P-16 firefighting vehicle. The short-term answer was to point the nozzle away from their faces and down wind. However, further investigation showed there is no way to tell if the handline has residual pressure without actually opening the nozzle.

Even small mishaps can be prevented if we spend a little time to learn everything we can from the past.

 

Up Scope: Would You Survive?
[Fathom used to include a regular department called "COB’s Corner." The article that follows begins a new department, which, like its predecessor, is dedicated to matters of submarine safety. Let us know if you like it or not. Inputs from the fleet are welcomed and encouraged.--Ed.]
By FTC(SS) Jay Bramble, Naval Safety Center

Analysis has shown the most likely scenario today will be a submarine that sinks in shallow water because of flooding in the engineroom. It will take two to seven days to get a rescue ship to the stranded vessel. The criteria everyone is working toward is having a submarine crew able to survive on the bottom up to seven days before rescue.

Here is a checklist you need to review to ensure your best chance of survival:


* Relearn all the escape training you received in SubSchool.


* Because it’s likely your engineroom will be flooded, move your LiOH canisters forward. (NavSea is formalizing this recommendation.) Look at your upcoming ops, and decide if you need more canisters.


* Take a round turn on hatch PMS1. Ask yourself these questions: Does your hatch open easily, or does it take three men and a small boy to do the job? Will it open at 450 feet, and do you know how to open and shut the hatch during an escape?

* Do you have change 1/A2 to the Submarine Atmosphere Control Manual?


* Make sure your Steinke hoods are in good shape. If you’re going to do a free ascent, they’ll have to work.

Think of survival equipment like this: The Navy would not have taken the time or spent the money to put such equipment aboard if it wasn’t needed.

For More Info...

1 Hatch maintenance is outlined in MIP A-080/905-C8, MRC 24M-1R.

2 Change 1/A to the Submarine Atmosphere Control Manual allows the senior person to make critical decisions about whether to wait for rescue or attempt an escape.

 

Diving Locker: Controlling Danger by Managing Risk
[The article that follows renews a department that used to be a regular part of Fathom. Like its predecessor, the department is dedicated to matters of diving safety. Let us know if you like it or not. We welcome inputs from the fleet.--Ed.]
By CUCM(SCW/MDV) William Deen, Underwater Construction Team Two, and Lt. Toben Nelson, Naval Safety Center

A team of 20 Seabee divers faced a daunting task: seal the entrance of a tunnel 12 feet in diameter, located 150 feet below the surface of Abiquiu Lake in north central New Mexico. The job involved installing two steel bulkheads, each weighing 12,000 pounds and measuring 24 feet tall by 7.5 feet wide, over the inlet. These bulkheads would allow civilian contractors to finish building emergency flood-control gates inside the 5,000-foot tunnel.

The work sounded difficult and dangerous, even without considering the usual diving hazards. Sailors from Underwater Construction Team (UCT) Two, Air Detachment Alfa, used operational risk management (ORM) and teamwork to complete the task safely and successfully, despite a nearly catastrophic event. Here’s how they did it.

First, the detachment identified and assessed the hazards, most of which were obvious. The elevation of Abiquiu Lake was a concern. At 6,200 feet, standard Navy decompression tables wouldn’t work for the planned dive profiles. The divers would have to use Canadian, high-altitude, surface-decompression tables, which no one had used before.

Another hazard was the dive barge. Concerns included crane operations over the water, stability, rigging methods, and the scope and tightness of the moor. The detachment’s divers also identified these hazards: the weather (freezing temperatures), a lack of visibility in the water, the actual installation of the bulkheads, and communications between the dive team and people opening and closing the flood-control gates.

Detachment leadership made several decisions about the controls they would use to minimize the risk. Because of the high altitude and extensive decompression requirements, the Seabee divers could dive no more than four times a day. Besides using the high-altitude tables provided by Naval Sea Systems Command, the divers wore hot-water suits. To reduce the risk of decompression sickness, detachment supervisors closely monitored the suit's water temperature to maintain a comfortable, cool diver on the bottom. The water was warmed during ascent to minimize on-gassing at depth and to maximize off-gassing during decompression. An average dive of 150 feet for 30 minutes resulted in more than two hours of decompression on a 190-foot table, an hour of which was surface decompression in a transportable recompression chamber system (TRCS).

Divers spent four months researching, planning and training for this operation. Here are other controls they decided to use:

* A tight, four-point moor situated the dive barge over the tunnel inlet.

* Cold-water kits were used on emergency-gas supply regulators.

* The TRCS was housed in a heated, UCT arctic tent.

Finally, detachment leadership supervised the whole operation, monitored the risk controls, and ensured they worked as planned. In theory, everything should have been fine, and it was for a while. A problem developed when both bulkheads were set in place, and the long tunnel was drained for an interior inspection of a watertight seal on the bulkheads. The inspection revealed damage to the rubber J-seals, which meant the bulkhead would have to be removed and repaired. A dive team would have to make one more dive to prepare the tunnel for flooding and bulkhead removal.

With both divers deployed to the top of the inlet structure at 100 feet, they quickly located a narrow shaft just above the sealed inlet. Green diver cautiously tended red diver as he slowly descended another 45 feet into a maze of 4-inch piping. Red diver was supposed to wash off several deep layers of silt from inside the shaft. This was the point when everything changed.

Both divers reported hearing a large volume of air escaping from around them. At the same time, a civilian contractor appeared from behind the barge crane and said he had just opened the two bulkhead shear gates. Flooding of the tunnel had started without permission of the dive crew. What the divers had heard was the rapid venting of air from the tunnel as pressure equalized across the bulkheads.

Red diver was able to grip the inlet ladder, essentially becoming the hold-down point to keep green diver from getting pulled. On the surface, the rapid expansion of the vented air caused a surge of water to swamp the dive barge and wash secured equipment over the side, including a 4,000-pound air compressor. 

After seven minutes, the venting stopped, and the divers were able to re-evaluate their situation. They stopped the operation and applied ORM to the new scenario, starting with identifying and assessing the new hazards. Line-pull signals verified fouled umbilicals. The fate of the air compressor remained a mystery, though. Did it go straight to the bottom, or was it tangled with the divers’ umbilicals? Omitted decompression was a hazard. How far had the divers ascended when the vented air came rushing out of the tunnel? It was time to make another series of critical decisions to determine what controls would be used to minimize the risk.

Working with the tenders, the divers were able to pull their way to the 48-foot decompression stop. As they worked toward the 32-foot stop, however, they noticed increased umbilical tension. The diving supervisor decided to deploy the standby diver to investigate the source of fouling. The standby diver found the air compressor dangling 15 feet beneath the surface, pinching the divers’ umbilicals. Knowing the divers would be taken to the bottom if the compressor broke free, topside personnel decided to accept the necessary risk of omitted decompression to clear the divers of this dangerous situation.

Red and green divers ascended one at a time to the standby diver, unfouled themselves, and quickly returned to their 32-foot stop. Within two minutes, both divers were free and clear. In-water decompression then was adjusted for omitted decompression, and both divers surfaced to complete another two hours of decompression in the TRCS. The decision to accept the necessary risk had paid off. Both Seabee divers were OK after decompression, and the detachment was able to repair and re-install the damaged bulkheads.

When this operation ended, the detachment had completed 68 high-altitude, surface-decompression dives, with 51 hours of bottom time and 111 hours of decompression, with no injuries. By using the principles of ORM and the operations-planning information in the U.S. Navy Diving Manual, the divers had turned a dangerous operation into an impressive feat. The key to their success was learning to control the danger by managing the risk.

Reward Offered
Some of the most valuable information we receive for Fathom comes from you--the fleet. You’re living proof of the success and shortcomings of the Navy’s safety policies and operational risk management. Your personal experiences and observations of what goes on around you every day can be a powerful tool if you share them with us.

To show our appreciation, we recognize published contributors with a coffee mug that identifies you as a "Fathom Author." You also receive a letter of commendation from the Commander, Naval Safety Center. So, keep those articles coming, shipmates. 

Ships’ Safety Bulletin, April-June 2000

SARs and SCBAs Are a Hit With the Fleet
Good news! We’re beginning to see more and more ships equipped with supplied-air respirators (SARs) and self-contained breathing apparatuses (SCBAs), and the feedback is mostly positive. Sailors usually say, "It’s great!" or "It’s about time!"

There are two small drawbacks to SARs and SCBAs. First, the pressure gauges have to be calibrated every 18 months. Second, you must hydrostatically test the cylinders every three years, according to personnel protection in-service engineering agent (PP-ISEA). Use MRC 5519/015 S-1R and 5519/015 18M-1R.

Doing this maintenance poses a problem, but a little operational risk management can help you identify the hazards of removing this life-support equipment from a ship. All you have to do then is assess the hazards, make risk decisions, implement controls, and supervise to ensure the controls remain in effect.

ISEA Point of Contact: Ms. Cathy Carpenter, NavSurfWarCen CoastSysSta (Code A53), 6703 West Hwy 98, Panama City, Fla. 32407-7001
(850) 234-4653 (DSN 436)
 

 

Flangehead Asks: Are You Ready for Sea?
Stop! Take a quick look around the main space. Do you see anything out of place? What about that vacuum cleaner sitting in the middle of the deckplates, or those paint cans in the angle irons? Are your storage lockers bolted down? Is that swab supposed to be stowed inside the escape trunk?

Don’t worry. There is no real reason to secure for sea. The ship never rocks enough to topple that heavy tool locker, and you can pick up gear adrift later, right?

Wrong! What happens if the ship hits a mine, collides with another ship, or a major fuel leak explodes into a fire? Your egress training won’t help much if you break your leg after tripping over that vacuum cleaner, or you have an unsecured tool cabinet pinning you to the deck.

I know what you’re thinking: What are the chances of those casualties happening on my ship? I felt that way, too, until one of the machinery rooms aboard my ship caught fire.

The ship had just finished an availability period in which workers had replaced some of the jet-fuel transfer piping in the uptakes. Unfortunately, we hadn’t done any pressure testing when the repairs were complete. If we had, we would have seen an open-ended pipe.

We were leaving port as the topside fuel transfer began. The JP-5 followed the path of least resistance: gushing out the open-ended pipe into the uptakes and directly on top of two steaming boilers. The fuel ran down the sides of the boilers and burst into flames within a few seconds.

First, word came over the 1MC, "Fire! Fire! Fire! Class Bravo fire in the main-machinery room!" Then, the general-quarters alarm sounded. I was scared as I ran to my repair locker. I was hoping that my shipmates in the machinery room were OK and that I wouldn’t die while serving as a member of the re-entry-hose team.

Soon, we had secured power to the space (including lighting), and the watchstanders were running for their lives. I couldn’t help wondering if anyone had tripped over vacuum cleaners or mop buckets as they made their way in the dark to the escape trunk. "What about that mop handle holding the door open on the lower level?" I thought. "That would let smoke fill the escape trunk with the ladder everyone would have to use for escape."

We fought the fire for hours and finally put it out. Several people were injured, but no one died.

World events bring our ships close to conflict with increasing frequency. One ship nearly was blown in two by a missile, and three ships have hit mines in the Arabian Gulf.

As you walk around your spaces, ask yourself, "Are we ready for sea? Where would the unsecured gear end up if the ship had an explosion or a collision? Could I find my way out of the space without tripping over something if the lights were out?" Stow that gear adrift and secure your lockers and tool boxes. Your life may depend on it.

 

Fusing Still a Problem
Despite repeated warnings about the hazards of using the wrong types and sizes of fuses, we still find problems in power and lighting-distribution boxes throughout the fleet. You should be following the requirements outlined in Mil-E-917E (as referenced in NSTM 300-1.2.7) and Mil-F-15160. The former states that fuse ferrules and fuse-knife blades shall be silver-plated. The latter specifies that fuses be designated according to this example:

F61C500V6AS (part number)

 F61 

C

 500V 
 6A S

Style Characteristic
Voltage
Current
Silver Plated

(Three Types) Rating
Rating

A - normal blowing, normal interrupt

B - time delay

C - instantaneous or normal blowing, very high interrupt

S - silver-plated ferrule

When you replace fuses in power and lighting-distribution boxes, make sure the new fuses are the correct type. Use the part number to order replacement fuses as needed. If you receive fuses that do not have silver-plated ferrules, contact your supply officer for submission of a quality deficiency report.

Work-center supervisors play an important role in making sure maintenance people use the right fuses. Before you send someone to clean and inspect power and lighting-distribution boxes, review NSTM 300, Rev. 4, paragraphs 300-2.5.4 through 300-2.5.4.6. You also need to review the applicable MRCs for cleaning and inspecting these boxes, as well as the ship’s tagout instruction and any ship-specific standing orders regarding fuse replacement and removal.

 

Catch ‘Em If You Can
That’s good advice for Sailors everywhere, following several recent assaults. The assailants are not prejudiced against anyone and never take prisoners. They strike anytime day or night and often cause the victims to lose workdays. In some cases, convalescent leave is necessary. Although there are a lot of these assailants around, you won’t find "wanted" posters for any of them. Why? Because they’re not people. They’re the quick-acting watertight scuttles and hatches you find aboard ship.

When you pass through these damage-control fittings, you must use caution. Most mishaps involving them are due to failure of the locking device or someone not making sure the locking device is fully engaged before passing through a fitting. All damage-control petty officers, otherwise known as DCPOs, need to look more thoroughly at their quick-acting watertight scuttles and hatches and related components. Use MIP 1671/001-87 (force revision 4-99) and the damage-control watertight-closures inspection, maintenance and repair booklet (NavSea S9169-AW-DCB-101). If questions still arise, contact your chief damage controlman or the repair division for more guidance.

 

All or Else
That expression fits the case of a PO2 who was tasked to do voltage checks on an engine fire-extinguisher bottle aboard an H-60, LAMPS Mk-III helicopter. He was a member of the embarked helo squadron. The bottle being checked had been removed, reinstalled and left de-armed. Another one, however, had not been removed or de-armed. When the PO2 applied voltage, it set off the cartridge-actuated device (CAD) on the latter bottle and caused it to discharge.

Looking at this mishap from an ORM perspective, it never should have happened. The hazards related to this task had been identified and assessed. Controls, in the form of written procedures (NavAir 11-100-1.1 and A1-H60CA-490-200, held by the helo det), were in place to prevent a mishap. However, the PO2 didn’t follow these procedures.

In the final analysis, it takes all 5 steps of the ORM process, or else you don’t accomplish a job successfully. In this mishap, steps 1, 2 and 3 were accomplished. However, step 4 was only partly accomplished (written procedures existed, but they weren’t followed), and step 5 (supervision) wasn’t ongoing. If it had been, a change in situation and task would have been identified, and controls would have been implemented.

 

Strap On This Info
We keep finding ships using Mk-5 life jackets without modification straps. These straps are designed to hold the bladder secure to the wearer. They also help keep an unconscious victim’s head out of the water.

For complete information about installing modification straps on your Mk-5 life jackets, refer to the Auto-Inflatable Utility Life Preserver, Mk-5 Mod 0 Technical Manual (SS710-AB-MMO-010), 0910-LP-596-0000. Here are the stock numbers for ordering:

Webbing, textile, NSN 8305-00-261-8579

Cord, fibrous, NSN 4020-00-935-5761

Grommet, commercial-grade, "00" brass

 

To Breathe or Not To Breathe
At the in-brief during a safety survey, the command asked if we would look at a ventilation problem they were having in the paint locker. The problem appeared to be inadequate airflow. The reduced air flow wasn’t enough to purge the space of paint vapors. It was difficult for anyone to remain in the space very long; however, the ship’s most recent industrial-hygiene survey didn’t show any ventilation problem in the paint locker.

As we entered the paint locker, the vapors indeed were overwhelming. It didn’t take us long to see what was causing this problem. There were many unsealed cans of paint, thinner, and discarded rags surrounding the ventilation intake. Of more concern was the fact no one was wearing PPE. They were oblivious to the serious health problems posed by inhaling toxic vapors.

The space obviously didn’t get that way overnight. It was due to long-term neglect (check out photos of the space in the NavOSH section of the Safety Center’s web page). Just because change 2 of OpNavInst 5100.19C eliminated all periodicity-based hazmat inventories doesn’t mean that work-center supervisors should turn a blind eye to the status and upkeep of their spaces. Unfortunately, this wasn’t an isolated incident. 

Although many instructions govern the proper stowage of hazmat and the use of PPE, nothing can take the place of common sense. Speaking of common sense, here’s a scenario taken from an actual mishap report, which is a clear example of someone’s brain cells just not connecting:


From 0800 to 1400, two Sailors painted a berthing compartment with a spray gun. Temporary ventilation was installed, and the Sailors used the correct respirators and eyewear. Throughout the day, however, they took numerous breaks without leaving the space. During these breaks, they removed their PPE and repeatedly exposed themselves to the paint vapors. Both were taken to medical for treatment. Need I say more?

 

Do You Hold the Lucky Number?
A batch of C2 and C2A1 canisters have failed surveillance testing. C2 canisters from lot RFT90M001-034 have been suspended from further service.

Mark the canisters from this lot for training by painting a white band around the circumference. Don't remove the unserviceable C2 canisters from their packing containers. Instead, paint the containers white to cover all the manufacturer's data, then use black letters to write "C2/C2A1 for training." Stow the unserviceable canisters separately from your serviceable CBR-D assets.

For more guidance, get a copy of NavSurfWarCen ShipSysEngSta message DTG 212000Z Mar 00 from your type commander.

Bad News Evokes Some "Trash Talkin’"
What’s the easiest way to upset the LCPO of a ship’s food-service division? Tell him the new trash cans he just purchased for all his spaces aren’t authorized for shipboard use.

The incident I’m talking about took place during a recent safety survey. The LCPO had replaced all the old metal cans with new, durable, plastic ones. Like many others, he failed to realize the danger of plastic trash cans: They give off toxic vapors when they burn. Metal cans, on the other hand, will contain a small smoldering fire.

If you’re one who would like to see the rules in writing, consult NSTM 670 (Stowage, Handling, and Disposal of Hazardous General Use Consumables), Section 1, Article 670-1.4.2, and Appendix C23-D of OpNavInst 5100.19C (NavOSH Program Manual for Forces Afloat), with change 2.

NavSafeCen Point of Contact: HMCS(SW) R. Bulgin (Code 345A), (757) 444-3520, Ext. 7124 (DSN 564), e-mail: rbulgin@safetycenter.navy.mil

 

Why Grease Guns Need Labels
If tubes of grease are labeled, and grease guns are only tools, why do we have to put labels on the guns? Because the barrels of grease guns usually cover the labels on the tubes. In some cases, grease is bulk loaded in the guns by hand, and no labels exist.

Although most types of grease have similar toxicity and reactivity, not all are used for the same purpose. Neither do they have the same hazardous properties under certain conditions (e.g., heat or exposure to other substances such as oxidizing agents). There are 674 different brands or types of grease listed in the HMIS, with only 226 authorized for shipboard use.

Aside from the usual skin problems from prolonged exposure to most greases, some of them give off toxins, which, when inhaled, may cause respiratory problems, such as pneumonitis (inflammation of the lungs) or flu-like symptoms. Neurological toxins may cause headaches, dizziness and nausea. Many of these problems are rare, but the risk still exists.

Health concerns are not the only issue related to labeling greases. They also have different applications. Some are for use in extreme cold weather, high temperatures, aircraft o-rings, or flanges. In other words, you could pick up the wrong grease gun and damage a piece of expensive, sorely needed equipment.

These problems are good reasons to label your grease guns as secondary containers. If you need official motivation, consider OpNavInst 5100.19C with change 2, Chapter C23, paragraph C2302e, and Chapter D15, paragraph D1502e(1), which require labels on all secondary containers, as well as in all cases where the manufacturer’s label is missing or can’t be seen.

 

Take Time To Be a Good Supervisor
How many times have you, as a supervisor, walked past a Sailor wearing no personal protective equipment (PPE) or wearing it wrong (goggles shoved up on hat in accompanying photo) and didn’t say anything to him? We’re all guilty of being preoccupied or too busy at times to protect our Sailors from themselves.

In the past three months, we have received reports of 17 mishaps involving chemical or toxic exposure. How many of these mishaps could have been prevented? All. In each case, the victim used the wrong PPE or didn’t exercise enough caution while doing his job. Fortunately, none of the injuries, ranging from chemical burns to the cornea to chemical pneumonitis (inflammation of the lungs from inhaling toxic vapors), resulted in permanent disability.

Although these 17 mishaps represent a small percentage of the current afloat manning numbers, we can’t afford to trivialize such incidents or accept them as the cost of doing business. All it takes to stop these mishaps is supervision. With this tool, we, as leaders, can train, direct and oversee Sailors in the day-to-day tasks that keep the fleet ready. Our Sailors are our most valuable assets.

 

Correction
The article "Putting the Coverall Confusion to Rest" in the January-March 2000 issue contained an incorrect AEL. The correct one is 2-880044201.

 

What Risks Are You Running in Your Scullery?
One answer to that question is burned hands from using Hatco heated sanitizing sinks without drain baskets. If you were using operational risk management (ORM), you’d buy 24-inch-by-30-inch baskets (stock number 9Q-7330-01-373-4480). Incidentally, you also need to see if the rubber boot covering the power switch is torn or missing. Wet hands touching bare-metal electrical switches don’t mix.

You also should open purchase shoulder-length gloves and use them to prevent 180-degree F water from running over the top and burning your arms and hands. You can get these gloves from Safewear (part no. COA731) on the east coast (phone 1-800-929-3346) or Airgas (part no. 212703) on the west coast (phone 1-800-829-6140).

There also appears to be a lapse of memory about using ORM when it comes to garbage grinders. During safety surveys, we find the safety cover missing or the interlocking power switch not working. This is not the way to identify hazards or put controls in place.

Remember the five-step process:


Identify the hazards. Evaluate the work area and the task involved. Pick out manageable pieces of the event and brainstorm to identify all the related hazards (e.g., with Hatco heated sanitizing sinks, make sure all the equipment is in place and working before you use it). Look for every discrepancy.


Assess the risk of those hazards. Ask yourself: When is the hazard going to occur (probability), and how serious will the consequences be (severity)?


Make risk decisions. There are three parts to making a risk decision. First, prioritize the hazards, listing the most serious first. Second, discuss your options to reduce the risk. Third, decide if you can proceed with the task by ensuring the options you discuss can be enforced. Also make sure no other factors exist that will prevent reducing the hazards. Ask these questions: Can I do the task? Do I need to re-evaluate the situation?


Implement controls. You accomplish this step by identifying controls that will ensure the concerns and options discussed in step three are taken into account and are in place within the controls. You may only need three or four controls to maximize the effectiveness of the options you have decided on.


Supervise. Supervise those controls you decide on to make sure they stay in place and are effective. Constantly monitor for change. Any change in the controls or task likely will present a new hazard.

 

The Nuts and Bolts of Things
How familiar are you with the many nuts and bolts that hold together the machines, piping and structural components in the fleet? It's evident during our safety surveys that some of you don't know or ignore the fact that certain fasteners are designed for specific uses. Here are some of the common discrepancies we keep finding:


* Ferrous fasteners used in water systems


* Washers used to compensate for fasteners with the wrong length or diameter


* Cross-threaded nuts on valve stems because of incompatible thread types


* Improper material and grade selection for high-temperature applications


* Short studding, especially on flanged-piping joints.

In most cases, you can find information on replacement fasteners listed on an APL, in a manufacturer's technical manual, ships' drawings, or other equipment-specific sources. When the type fastener isn't spelled out, you can choose the correct one by using general criteria. Ask yourself these questions:


What classes of thread or grade should I use?


Should I use lock or flat washers?


Is this material suitable for high-temperature or salt-water application?

Before you can select the correct fasteners, you must answer all these questions and more. If technical documentation is vague, unlisted, or simply says commercial, refer to Chapter 075 of the NSTM. It's a great source of general information on selection criteria, as well as installation techniques. Read it and find out just how much you really know about all those nuts and bolts used aboard your ship.

